**Beware of external validation! – A Comparative Study of Several Validation Techniques used in QSAR Modelling**

**Abstract**

1. **Introduction**

With its humble beginning in the second half of the nineteenth century [1, 2] the field of quantitative structure-activity relationship (QSAR) has come a long way to its current state. QSARs are mathematical models which attempts to predict property/ biomedicinal activity, toxicity of chemicals from their properties or calculated molecular descriptors. The three major pillars of QSAR are: a) Adequately large and good quality data on the dependent variable, i.e., physical property or bioassay data, b) Relevant descriptors (independent variables) that are capable of quantifying aspects of molecular structure related to the property/ bioactivity of interest, and c) Proper Statistical methods for model building. .

In the second half of the twentieth century, the linear free energy related (LFER) approach, also known as Hansch analysis, was introduced to the field of QSAR [3]. This approach uses various combinations of hydrophobicity (experimental or calculated), Hammett’s electronic parameter (*σ*) and numerous stericdescriptors as independent variables for correlation. Such property-property relationships (PPRs) or property-activity relationships (PARs) worked for the assessment of bioactivities of molecules belonging to congeneric sets. But in many cases, experimental physicochemical properties of many of the chemicals under investigation are not available [4, 5]. The PPR/ PAR approaches are not very useful in such situations. A practical approach that has gradually emerged in such data-poor situations is the use properties that can be calculated directly from molecular structure without the use of any other experimental data. Topological, substructural, geometrical (3-D), and quantum chemical molecular descriptors belong to this group. For large sets of molecules, high level quantum chemical descriptors could be very demanding on computer resources. On the other hand, descriptors derived from topological aspects of chemical structures, e.g.; topological indices [6, 7, 8] and different types of substructures [9], have found wide applications in numerous QSAR studies. For a recent summary of these topics, please see reviews by Basak [5, 10].

During the past half century or so there has been an important change in the landscape of available molecular descriptors (independent variable) for QSAR. Whereas in the 1950s a few QSAR descriptors, both experimental and calculated, were available, currently available software can calculate a large number of descriptors [11, 12, 13, 14, 15, 16]. This makes the QSAR modeling situation rank deficient where the number of predictors (*p*) is much larger as compared to the number of data points to be modeled (*n*). Such a situation calls for the judicious and correct use of statistical methods for model building and validation [refs].

According to the OECD principles, one of the required criteria a QSAR model fit to be implemented in practice must satisfy is proper model evaluation [17]. In the last two decades or so, QSAR researchers have adapted to using either one of the three validation methods:

1. Leave-one-out (LOO) cross validation: For each compound in the full dataset, its activity is predicted by a model built on samples excluding that compound.
2. *K*-fold cross validation: The data is randomly split into *K* disjoint partitions. Each partition is taken as test set, and QSAR models built on samples outside that partition to predict activities of samples in the partition;
3. External validation: The data is randomly split into two partitions: a larger training set and a smaller test set. QSAR model is built on the training set and evaluated on the test set.

Golbraikh and Tropsha [18] argued using empirical evidence that in some cases LOO cross-validation overestimates the predictive ability of a model but external validation does not. On the other hand, Hawkins *et al* [19] showed through theoretical argument and empirical study that for small sample sizes, the cross-validated *q*2 obtained from a LOO procedure is a better estimator of the true *R*2 (i.e. proportion of variance in the response variable explained by the predictors) than an externally validated *q*2.

As we have mentioned earlier, the typical QSAR dataset is High-Dimensional Low Sample Size (HDLSS). Although external validation is one of *the* widely used validation methods in the QSAR community, evidence has been mounting towards its inadequacy in prediction problems for HDLSS data. Furthermore, there is the added issue of nested cross-validation. Statistical procedures on HDLSS data involve a dimension reduction step (Principal Component Regression (PCR), Partial Least Squares (PLS)), variable selection step (forward selection in regression models) and/or tuning parameter selection (LASSO regression [ref] or machine learning methods). To ensure that holdout compounds do not influence the training step while doing cross-validation, these steps should be repeated each time a model is trained. This two-step procedure is called two-deep cross-validation [ref] or double cross validation oldest ref[20, 21].

In general, recent methodological research on the efficacy of validation techniques suggests a repeated two-deep validation procedure, that either covers the data through disjoint partitions (i.e. *K*-fold), or averages results over multiple random splits of the data (from hereon referred to as *multi-split validation*), over single-split external validation. When total number of samples is *n*, and size of the training and test sets are and , respectively (with ), [22] shows that the multi-split validation leads to almost sure recovery of the true underlying statistical model when and as . In their simulation setup, the multi-split method outperforms single-split external validation for small sample sizes (). Both methods perform similarly in large sample simulations ( and 1000). For prediction, [21] showed through analyzing simulated data as well as two chemical activities datasets that the multi-split validation provides a more unbiased estimate of prediction errors than external validation.

In probably what is the one of the most relevant work considering our focus on HDLSS data, [23] show through simulation that when sparse regression methods like LASSO, SCAD and MCP are used (we shall discuss LASSO, please refer to ref for details on SCAD and MCP) for model building, and estimating predictive performance is the goal, LOO cross-validation tends to outperform either *K*-fold CV or multi-split validation. Motivated by this study, as well as other papers mentioned above that highlight the inadequacy of external validation in QSAR model evaluation, in this paper we perform a comprehensive analysis of all the validation methods, i.e. LOO, *K*-fold, external and multi-split.

We use three simulated datasets, with fixed sample size *n* = 100 and three different predictor dimensions: *p* = 100. 500 and 1000 to highlight the effect of increasing dimension of the predictor space on performances of the above validation methods. We also perform this comparison of a congeneric dataset comprising of activities of 95 amine compounds. Section 2 contains more details on all these datasets. We build QSAR models on these data using the LASSO regression method [ref], which we elaborate on in Section 3. This section also contains further details about our validation methods, as well as the two-step validation scheme. We present and discuss the results obtained from this analysis in Section 4. The paper concludes with section 5, where we highlight the takeaways from the paper, and motivate future directions of research.
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**2. Data**

We use two datasets in our study: one simulated and another a well-known chemical activities dataset.

*2.1 Simulated data*

For sample size *n* and number of descriptors *p*, we generate data from the multivariate linear model:

|  |  |
| --- | --- |
|  | **(**1) |

With and being the random error with for = 1, 2, …, *n* and > 0. We fix *n* = 100, and consider three different values of *p*: 100, 500 and 1000. For a fixed p, we first generate rows of the matrix of descriptors as independent and identical draws from a *p*-dimensional normal distribution with mean **0** and covariance matrix . We fix the entries of as

There is often high correlation among chemical descriptors, and when modelling data on hundreds of such descriptors the intrinsic dimensionality of the descriptor data is often much lower than the actual dimension of the predictor space [24] [25]. We use the above correlation structure to simulate this scenario. For the coefficient vector , we set its first 10 entries as 1 and rest *p* – 10 entries as 0. Finally, we generate elements of by setting , calculate the response variable from (1), and repeat the process for different values of *p*.

*2.2 Congeneric data of 95 amines*

This dataset is due to Debnath *et al* [26]. It contains information on a congeneric set of 95 amine compounds: specifically values on 275 descriptors calculated for each compound, and their mutagenic activities on the *Salmonella typhimurium* strain TA98: as measured by the number of revertants per nmol (in log scale) when a sample compound is applied to a test culture.

<Insert table 1>

**Table 1**: Information on descriptor types in the congeneric amines data

|  |  |  |  |
| --- | --- | --- | --- |
| Type | No. of descriptors | Description | Software used |
| TS | 108 | Please fill in. | POLLY v2.3 [11], MolconnZ v4.05 [13] |
| TC | 158 |  | POLLY v2.3 [11], MolconnZ v4.05 [13],  TRIPLET [27] |
| 3D | 3 |  | Sybyl v6.2 [28] |
| QC | 6 |  | MOPAC v6.00 [29] |

This dataset contains four types of descriptors: topostructural (TS), topochemical (TC), three dimensional (3D) and quantum chemical (QC), in increasing order of computational complexity. Table 1 presents detailed information about these different types of descriptors. There is evidence that while predicting chemical activity through QSAR modelling, the computation-intensive 3D and QC descriptors are largely redundant in presence of a large number of TS and TC descriptors that are computationally easy to calculate [30] [4] [31]. However, we analyze all four types of descriptors in this paper for the sake of completeness, and because the statistical model used explicitly involves variable selection to automatically filter out variables that are not predictive enough.

**3. Statistical methods**

*3.1 LASSO regression*

For the linear model in (1), the LASSO method proposed by Tibshirani [ref] obtains an estimate of by solving the following minimization problem:

|  |  |
| --- | --- |
|  | (2) |

Where is a tuning parameter. The advantage of using this method is two-fold:

1. Because of the nature of the penalty term the solution is sparse, i.e. some of its entries are exactly set to zero. Thus, LASSO performs simultaneous variable selection and estimation of predictor effects;
2. Unlike linear regression which gives a unique solution only when *n* > *p*, existence and computation of the LASSO solution does not depend on the relative size of *n* and *p*.   
   Thus it is able to tackle high-dimensional regression problems with a large number of predictors but limited sample size (i.e. ).

The large number of descriptors and low intrinsic dimensionality of datasets that are typical of many modern QSAR problems [refs] makes LASSO an ideal candidate for estimation and prediction of chemical activity in such situations.

*3.2 Cross-validation techniques*

We use the following cross-validation techniques to evaluate the predictive capabilities of LASSO models built on the simulated as well as congeneric amine dataset.

***k*-fold cross validation (*k*-fold cv):** We divided the samples randomly into *k* splits, take samples in a split as test set, train a QSAR model on samples outside the test set and predict activity of samples in the test set with that model. Finally we repeat this for all splits to cover all samples.

**Leave-one-out cross validation (LOO-cv):** For a sample of size *n*, we train *n* models, each time taking a distinct sample in the test set to predict the activity of that sample. This can be interpreted as a *n*-fold cross validation.

**External validation:** We randomly chose 10 samples to be included in the test set. We train the model using other samples and predict the responses in the test samples using that model.

**Multi-split validation:** We repeat the external validation method 100 times over different random train-test splits of the data, and take the average of any metrics obtained over all such splits.

The tuning parameter for the LASSO regression model in (2) is selected from a range of values using *k*-fold cross-validation. Here we shall take *k* = 5. For this reason, while implementing each of the validation methods mentioned above we need to make sure to incorporate this step every time a model is trained. In this situation, selecting the tuning parameters first on a model built on the full dataset and then predicting for different train-test splits might seem a more intuitive approach. However, this naïve approach uses information from the holdout compounds in the first step, thus providing an inflated estimate of the cross-validated *q*2: which is termed as naïve *q*2 [32].

Thus, we perform cross-validation twice: once to select the best tuning parameter from the training samples, and again to obtain *q*2 values. As an example, for *k*-fold cross-validation the steps for this *two-deep cross validation* procedure will be as follows:

1. Randomly split data into *k* groups.
2. Consider samples in the first split as test set. Select the best tuning parameter by doing a 5-fold CV using the LASSO model in (2) on samples outside the test set.
3. Predict activities of compounds in test set using a LASSO model trained using the best tuning parameter.
4. Repeat steps (b) and (c) considering all other splits as test sets.
5. We now have predictions for all sample compounds. Calculate Prediction Sum of Squares (PRESS) and *q*2 values using these predicted values.

**4. Results**

*4.1 Simulated dataset*

For each of the validation methods applied, we report their *q*2 and PRESS obtained using the two-deep method described above.

<Insert table 1>

**Table 2:** Performance of all validation methods on simulated data

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *q*2 | | | | |
| Number of predictors (*p*) | | 100 | 500 | 1000 |
| LOO-cv | | 0.80 | 0.74 | 0.71 |
| 5-fold cv | | 0.76 | 0.60 | 0.28 |
| External validation | Min | 0.34 | 0.06 | -0.13 |
| 25th percentile | 0.72 | 0.62 | 0.48 |
| Median | 0.79 | 0.69 | 0.58 |
| 75th percentile | 0.84 | 0.76 | 0.68 |
| max | 0.95 | 0.89 | 0.87 |
| Repeated external validation | | 0.77 | 0.66 | 0.55 |
| PRESS | | | | |
| Number of predictors (*p*) | | 100 | 500 | 1000 |
| LOO-cv | | 1.66 | 2.36 | 2.77 |
| 5-fold cv | | 1.92 | 3.78 | 6.82 |
| External validation | Min | 0.26 | 0.86 | 1.01 |
| 25th percentile | 1.23 | 1.82 | 2.65 |
| Median | 1.63 | 2.48 | 3.35 |
| 75th percentile | 2.04 | 3.12 | 4.86 |
| max | 3.73 | 6.61 | 18.97 |
| Repeated external validation | | 1.70 | 2.59 | 4.24 |

**Table 2** reports values of the two metrics for the four validation techniques, considering the three different number of predictors. For external validation, we report the minimum, 25th percentile, median, 75th percentile and maximum of PRESS and *q*2 from the 100 train-test splits performed during the multiple external validation process. We report average PRESS and *q*2 over all repetitions for repeated external validation. LOO-cv has the best performance across all predictor dimension and both metrics. All methods perform worse as dimension of the descriptor space grows, which is expected because of higher amount of noise introduced by more predictors.

The main issue with external validation, which previous studies (e.g. [18] [33]) have not captured, is the high degree of variability in its performance depending on which subset of the full data is chosen as the validation sample. The minimum and maximum values indicate that depending on the train-test split, the two-deep *q*2 can vary between 0.34 to 0.95 for *p* = 100, 0.06 to 0.89 for *p* = 500 and 0.01 to 0.87 for *p* = 1000. For *p* = 100, About 50% of the external validation splits have worse performance than LOO-cv for both *q*2 and PRESS, which goes up to around 75% for *p* = 1000. This indicates that for higher number of predictors, LOO-cv is more likely to result a QSAR model that is more predictive. In 2 of the 100 random splits the external validation turned out to be negative. This means that PRESS is more than the total sum of squares in the test set, indicating very high amount of noise in the fitted model, i.e. severe overfitting.

*4.2 Amines dataset*

We report results from the LASSO model validation analysis of the 95 compounds congeneric amines dataset in **Table 3**. In this case, both LOO and 5-fold cv have larger two-deep *q*2 values than repeated external validation, as well as half of the random external validation splits. The minimum *q*2 value for external validation is as low as 0.15. One of the random train-test splits in external validation yielded a *q*2 value of -0.003. This underscores a severe limitation of the external validation procedure: if such a split of a real-world dataset is used to validate a QSAR model, the whole modelling practice becomes nothing but a waste of resources.

<Insert table 2>

**Table 3**: Performance of all validation methods on 95 amines data

|  |  |  |  |
| --- | --- | --- | --- |
| Number of predictors (*p*) | | *q*2 | PRESS |
| LOO-cv | | 0.77 | 0.86 |
| 5-fold cv | | 0.73 | 1.05 |
| External validation | Min | -0.003 | 0.27 |
| 25th percentile | 0.65 | 0.61 |
| Median | 0.73 | 0.88 |
| 75th percentile | 0.83 | 1.28 |
| max | 0.94 | 2.01 |
| Repeated external validation | | 0.71 | 0.97 |

**5. Discussion**

<Multiple peaks point from trouble with QSAR paper >

TWQSAR paper says caveats include multiple peaks, overfitting etc that are exhibited by external validation. The problem is larger for small datasets because high predictor dimension means more error variability.. so high chance that training and test sets are dissimilar.

QSAR modelling is extensively used in academia and industry setup for virtual screening of chemical compounds[34] [35]. These compounds often have lasting impact in human lives and the environment around us. In this situation, a *laissez-faire* use of external validation using small validation sets can have enormous consequences if the wrong compounds get selected in the screening procedure. Thus, it is difficult to overstate the importance of proper, stable and rigorous validation methods.
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